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ABSTRACT

This research focuses on the parameter estimation, outlier
detection and imputation of

missing values in a linear functional relationship model (LFRM).
This study begins by

proposing a robust technique for estimating the slope parameter
in LFRM. In particular,

the focus is on the non-parametric estimation of the slope
parameter and the robustness

of this technique is compared with the maximum likelihood
estimation and the Al-Nasser

and Ebrahem (2005) method. Results of the simulation study
suggest that the proposed

method performs well in the presence of a small, as well as
high, percentage of outliers.

Next, this study focuses on outlier detection in LFRM. The
COVRATIO statistic is

proposed to identify a single outlier in LFRM and a simulation
study is performed to

obtain the cut-off points. The simulation results indicate that
the proposed method is

suitable to detect a single outlier. As for the multiple
outliers, a clustering algorithm is

considered and a dendogram to visualise the clustering algorithm
is used. Here, a robust

stopping rule for the cluster tree base on the median and median
absolute deviation

(MAD) of the tree heights is proposed. Simulation results show
that the proposed method

performs well with a small value of masking and swamping, thus
implying the suitability

of the proposed method. In the final part of the study on the
missing value problem in

LFRM, the modern imputation techniques, namely the
expectation-maximization (EM)

algorithm and the expectation-maximization with bootstrapping
(EMB) algorithm is

proposed. Simulation results show that both methods of
imputation are suitable in LFRM,

with EMB being superior to EM. The applicability of all the
proposed methods is

illustrated in real life examples.
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ABSTRAK

Kajian ini memberi tumpuan kepada penganggaran parameter,
pengesanan data terpencil

dan kaedah imputasi untuk nilai lenyap bagi model linear
hubungan fungsian (LFRM).

Kajian ini dimulakan dengan mencadangkan teknik yang kukuh untuk
menganggar

kecerunan model linear hubungan fungsian. Khususnya, kajian ini
berfokus kepada

anggaran kecerunan model menggunakan kaedah tidak berparameter,
dan kekukuhan

pendekatan ini dibandingkan dengan kaedah kebolehjadian maksimum
dan kaedah Al-

Nasser dan Ebrahem (2005). Daripada keputusan simulasi, kaedah
yang dicadangkan

memberi keputusan yang bagus ketika peratusan data terpencil
rendah dan tinggi.

Seterusnya, kajian ini memberi tumpuan kepada pengesanan data
terpencil bagi LFRM.

Kaedah mengesan satu data terpencil menggunakan statistik
“COVRATIO” dicadangkan

bagi model LFRM dan simulasi dijalankan untuk memperoleh titik
potongan. Keputusan

simulasi menunjukkan kaedah yang dicadangkan ini berjaya dalam
mengesan satu data

terpencil. Apabila wujudnya data terpencil berganda, penggunaan
algoritma berkelompok

dipertimbangkan serta ilustrasi menggunakan dendogram digunakan.
Kaedah yang lebih

kukuh dicadangkan untuk nilai potongan bagi pokok kelompok
berdasarkan median dan

median sisihan mutlak (MAD) bagi ketinggian pokok tersebut.
Keputusan simulasi

menunjukkan kaedah yang dicadangkan berjaya mengesan data
terpencil berganda di

dalam sesebuah set data dan menunjukkan prestasi yang bagus
dengan nilai “masking”

dan “swamping” yang rendah. Bahagian akhir kajian ini mengambil
kira nilai lenyap

dalam LFRM dan penggantian menggunakan kaedah moden, iaitu
kaedah maksima

kebarangkalian (EM) dan kaedah maksima kebarangkalian dengan
“bootstrap” (EMB)

dicadangkan. Keputusan menunjukkan kedua-dua kaedah sesuai
digunakan dalam model

LFRM, dengan kaedah EMB lebih memuaskan daripada kaedah EM.
Penggunaan

kesemua kaedah yang dicadangkan ditunjukkan menggunakan contoh
data set yang

sebenar.
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CHAPTER 1: RESEARCH FRAMEWORK

1.1 Background of the Study

Errors-in-variables model (EIVM) or known as measurement error
model has

become an important topic since a century ago when studying the
relationship between

variables. It dates back in 1878 when Adcock wanted to fit a
straight line to bivariate data

when the bivariate information is measured with error. Since
then, the EIVM study has

been expanded and several literatures can be found over years
(Lindley (1947),

Madansky (1959), Anderson (1976), Fuller (1987), Gillard and
Iles (2005), Tsai (2010)).

EIVM are regression models that take into account the
measurement errors in the

independent variables (Koul and Song, 2008). In contrast, the
standard regression model

assumes that the variables involved are measured exactly, or
observed without error. If

errors in the explanatory variables are ignored, the estimators
obtained by classical or

traditional regression are biased and inconsistent (Buonaccorsi,
1996). In real life, for

example in biology, ecology, economics and environmental
sciences, the variables

involved cannot be recorded exactly (Gencay & Gradojevic
(2011)).

To give an example, in the field of environmental sciences,
measuring the level

of household lead is an error-prone process as lead levels are
exposed to many other media

such as air, dust, and soil with possibly correlated errors
(Carroll, 1998). Another

example, when measuring nutrient intake, measurement error in a
nutrient instrument can

also be very huge, as there are daily and seasonal variability
of an individual’s diet thus

resulting in the loss of power to detect nutrient-cancer
relationship. In studies which

include the case-control disease and serum hormone levels,
measurement error also

occurs due to a within-individual variation of hormones and also
various laboratory

errors. Therefore in real life examples, when the purpose is to
estimate the relationship
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between groups or populations, measurement errors arise
(Patefeild (1985), Elfessi and

Hoar (2001), Gillard (2007)).

Over the past 50 years, many researchers have been working on
the problem of

estimating the parameters in the linear functional relationship
model (LFRM), a subtopic

in the EIVM. However, the methods in the literature are mostly
based on normality

assumption, and it can be erroneous to use the normality
assumption when there are

outliers in the data set (Al-Nasser and Ebrahem, 2005). In other
words, when there are

outliers, a robust method is necessary to diminish the effect of
the outlier. In 2005, Al-

Nasser and Ebrahem proposed a new nonparametric method to
estimate the slope

parameter in a simple linear measurement error model in the
presence of outliers. The

nonparametric estimation method is a statistical inference which
does not depend on a

specific probability distribution. A significant advantage of
using nonparametric method

is that it is robust to outliers. This research has extended the
study by Al-Nasser and

Ebrahem (2005), by proposing a robust nonparametric method to
estimate the slope

parameter in LFRM.

Another area of the research is on identifying outliers, namely
detecting a single

outlier and multiple outliers in LFRM. An outlier is a point or
some points of observation

that is outside the usual standard pattern of the observations.
Outlier occurs when the data

is mistakenly observed, recorded, and inputted into the computer
system (Cateni et.al.,

2008). In linear models, Rahmatullah Imon (2005) and Nurunnabi
et al. (2011) proposed

group deleted version to identify outliers. In this study, the
suitability of the COVRATIO

procedure will be considered in detecting a single outlier for
the data in the LFRM. The

reason for choosing COVRATIO is that it is simple and is widely
used in detecting

outliers (Belsley et al., 1980). As mentioned earlier, the
presence of multiple outliers

situation are also taken into account. For multiple outliers,
the clustering technique is

considered, a method that is widely used to identify multiple
outliers in a linear regression
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model (Serbert et al., 1998; Adnan, 2003; Loureiro et al.,
2004). In this study, the

algorithm is developed that caters for data that can be model by
the LFRM, where both

the measurements are subject to errors.

The third area of this research is on the analysis of missing
value in data sets.

Missing data is unavoidable and is a significant problem that
needs to be address. Some

reasons that may cause the data to be missing include equipment
malfunctioned, mistakes

done during data entry, questions being omitted by respondents,
and a subject being

discarded due to the insufficient health condition. In this
study, the two modern imputing

approaches namely expectation-maximization (EM) and
expectation-maximization with

bootstrapping (EMB) are proposed for two kinds of LFRM models,
namely LFRM1 for

linear functional relationship model when slope parameter is
estimated using a maximum

likelihood estimation approach and LFRM2 for linear functional
relationship model when

slope parameter is estimated using a nonparametric approach.
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1.2 Problem Statement

The area of parameter estimation in LFRM has been studied by
several authors

(Lindley, 1947; Kendall & Stuart, 1973; Wong, 1989; and
Gillard & Illes, 2005).

However, there has been insufficient work on the robust slope
parameter estimator in

LFRM.

In the first part of this study, the unidentifiable problem is
overcomed by

proposing a robust nonparametric method to estimate the slope
parameter in LFRM. The

second part of this study is related to the outlier problem and
missing value problem in

analysing quantitative data. It is crucial to identify a single
outlier and multiple outliers

as they give a tremendous impact in the statistical analysis
stage. Several studies have

been done on the identification of outliers problem in the
linear regression model and

circular regression model (Belsley et al., 1980; Rousseeuw &
Leroy, 1987; Maronna et al.,

2006, Ibrahim et al., 2013). However, methods of identifying
outliers in the linear

functional model are somewhat limited. Another common problem
when analysing

quantitative data is the presence of missing values (Little
& Rubin, 1989). Missing data

in the regression model and structural equation modeling
(Little, 1992; Allison, 2003) has

received a massive attention among researchers, however missing
data in linear functional

model has not received much attention. Therefore, in this study,
the methods of handling

missing data in LFRM is addressed.
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1.3 Objectives of Research

The primary objective of this study is to propose a new robust
parameter estimation and

outlier detection method for linear functional relationship
model. The specific objectives

of this study are:

1. to propose a robust technique using nonparametric method to
estimate the slope

parameter in LFRM.

2. to propose the COVRATIO technique in detecting a single
outlier in LFRM.

3. to propose the clustering technique in identifying multiple
outliers in LFRM.

4. to identify a feasible modern imputation technique in
handling missing values

problem in LFRM.

Model verification of all the proposed method performed in this
study is done by

simulation studies. The applicability of the models is
illustrated using Goran et al. (1996)

data sets and two classical data used by Serbert et al.
(1998).
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1.4 Flow Chart of Study and Methodology

The flow chart of this study is outlined in Figure 1.1. First, a
thorough literature

review is conducted on the history and current issues and
problems related to the errors-

in-variable model, linear functional relationship model (LFRM),
nonparametric

estimation, outliers, and missing values. From the literature
review, a robust method is

developed using the nonparametric procedure for the slope
parameter in LFRM. Then the

robustness of this proposed method is compared with the existing
Maximum Likelihood

Estimation (MLE) method as well as with Al-Nasser and Ebrahem
(2005) method.

Next, the COVRATIO technique to detect a single outlier for LFRM
and propose

a clustering technique to detect multiple outliers in LFRM is
proposed. Finally, the

missing values in LFRM is identified using the modern imputation
technique. For the

topics mentioned, simulation studies are conducted using S-Plus
and R Programming to

assess the performance of the proposed methods. The proposed
methods are applied in

real data sets for practical and illustration.
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=====================

Figure 1.1: Flow chart of the study

Literature Review

Development of a robust technique using nonparametric

method to estimate the slope parameter for LFRM.

Identifying missing values in LFRM using modern imputation

methods.

Propose clustering technique to identify multiple outliers
for

LFRM.

Propose COVRATIO technique in detecting a single outlier for

LFRM

Comparing the proposed method with the Maximum

Likelihood Estimation (MLE) method as well as with Al-

Nasser and Ebrahem (2005) method.
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1.5 Source of Data

In this study, the following data for illustration and
application are used. Full data sets

are given in Appendix A. The following are the background of the
data sets used in this

study.

1) Goran et al. (1996) data

The purpose of this study was to examine the accuracy of some
widely used body-

composition techniques for children through the use of the
dual-energy X-ray

absorptiometry (DXA) technique. Subjects were children between
the ages of 4

and 10 years. The fat mass measurements taken on the children
are by using two

techniques; skinfold thickness (ST) and bioelectrical resistance
(BR).

2) Hertzsprung-Russel Star Data

The data in Rousseeuw and Leroy (1987) are based on Humphreys et
al. (1978)

and Vansina and De Greve (1982) where 47 observations correspond
to the 47

stars of the CYG OB1 cluster in the direction of Cygnus. The x
variable in the

second column is the logarithm of the effective temperature at
the surface of the

star, (Te), and the y variable in column 3 is its light
intensity (L / L0). This data

set contains four substantial leverage points which are the
giant stars that

corresponds to observations 11, 20, 30, and 34 that greatly
affect the results of the

regression line.

3) Telephone Data

In this telephone data, Rousseeuw and Leroy (1987) give data on
annual numbers

of Belgian’s phone calls, with x variable is the year from 1950
to year 1973, and

y variable in the next column is the number of calls in tens of
millions.
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1.6 Thesis Organization

This thesis consists of seven chapters. Chapter 1 discusses the
research framework

which includes the background of EIVM, followed by the research
objectives and the

flow of the study. Chapter 2 reviews the literature and
historical background of the

research topics in this study. Chapter 3 proposes a robust
nonparametric method to

estimate the slope parameter in LFRM while Chapter 4 proposes a
COVRATIO statistic

to detect an outlier in the LFRM. Chapter 5 further extends the
outlier problem by

proposing the clustering technique to detect multiple outliers
in LFRM. Chapter 6 reviews

the missing value estimation methods for data that are in LFRM.
Finally, Chapter 7

concludes the research findings and highlights some suggestion
for future works.
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CHAPTER 2: LITERATURE REVIEW

2.1 Introduction

This chapter reviews the errors in variable model (EIVM) and the
theoretical

framework of the subtopic in EIVM, particularly the linear
functional relationship model

(LFRM). A brief historical review on the parameter estimation of
LFRM is given. This

section reviews the background information on the topics of
outliers, particularly the

single outlier detection method and the multiple outliers
detection method. A literature

review on the traditional and modern missing values problem is
given at the end of this

chapter.

2.2 Errors-in-Variable Model

Errors-in-variables model (EIVM) has been an important topic
since a century

ago, when Adcock (1878) investigated the estimation properties
in ordinary linear

regression models when both variables x and y are subject to
errors with a restrictive

but realistic assumptions. If the errors in the explanatory
variables are ignored, then the

estimators obtained using ordinary linear regression will be
biased and inconsistent.

Adcock obtained the least squares solution for the slope
parameter by assuming both

variables have equal error variance. In 1879, Kummel extended
this study by assuming

the error variance is known, but not necessarily equal to one.
Later on in 1901, Pearson

extended Adcock’s findings of the equal error variance, to
finding a solution for the p

variate situation. Later on Deming’s (1931) proposed orthogonal
regression which was

then included in his book and this method is sometimes known as
Deming’s (1931)

regression.

In 1940, Wald proposed a different approach which does not take
into account the

error structure. Wald divided the order of the explanatory
variables into two groups and
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used the mean for the group to obtain the slope estimator. Later
on, to get a more efficient

estimator for the slope, Bartlett (1949) developed the grouping
method by splitting the

order of the explanatory variables into three groups, instead of
two. Several grouping

methods to group the explanatory variables has been reviewed by
Neyman and Scott

(1951), and Madansky (1959).

Another parameter estimation procedure that has been used in
EIVM is the

methods using the moments. Geary (1949) published an article
using the method of

moments. This is followed by Drion (1951) which uses the moments
method and obtained

new findings on the variance of the sample moments. Other
studies on method of

moments are by Pal (1980) and Van Montfort (1989) which focuses
on getting optimal

estimators using estimators that is based on higher moments.

Lindley and El-Sayyad (1968) proposed a Bayesian approach in
EIVM regression

problem and concluded that the likelihood approach may be
misleading in some ways.

Later on, Golub and Van Loan (1980) and Van Huffle and
Vanderwalle (1991) introduced

the total least square method in estimating the parameters in
EIVM.

Application of EIVM can be shown in several fields. The total
least square method

has been widely used in dealing with optimization problem with
an appropriate cost

function in computational mathematics and engineering.
Doganaksoy and van Meer

(2015) have also applied the EIVM model in semiconductor device
to assess their

performance.

A new approach using the application of wavelet filtering
approach which does

not require instruments and gives unbiased estimates for the
intercept and slope

parameters has been introduced by Gencay and Gradojevic (2011).
However, this

approach still requires a lot more research, for example in
cases with less persistent

regressors. Another work by O’Driscoll and Ramirez (2011)
focuses on the geometric

view of EIVM. This method measures the errors using a geometric
view to have an insight
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on various slope estimators for the EIVM, which includes an
adjusted fourth moment

estimator proposed by Gillard and Iles (2005) in order to remove
the jump discontinuity

in the estimator of Copas (1972).

To summarize, the EIVM area of research has gain wide attention
in studying the

relationship between variables and dates back to as early as
1878.

To elaborate on the EIVM model, consider the following
equation,

XY , (2.1)

where both variables X and Y are linearly related but both are
measured with error.

Parameter is the intercept, and is the slope parameter. In
reality, these two variables

are not observed directly as their measurements are subject to
error. For any fixed ,iX

the ix and iy are observed from continuous linear variable
subject to errors i and i

respectively, i.e.

iii Xx and iii Yy , (2.2)

where the error terms i and i are assumed to be mutually
independent and normally

distributed random variables, i.e.

2,0~ Ni and 2,0~ Ni . (2.3)

This shows that the variances of error term are not dependent on
i and therefore are

independent of the level of X and Y . Substituting equation
(2.3) into equation (2.2), the

following equation is obtained,

iiii xy . (2.4)

This shows that the observable errors ix and iy are correlated
with the error term

ii and is independent of the slope parameter, .
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There are three models under the EIVM, namely the functional
relationship,

structural relationship, and ultrastructural relationship model
as mentioned by Kendal and

Stuart (1973), and are given as follows:

i) Functional relationship model between X and Y , is when X is
a

mathematical variable or fixed constant.

ii) Structural relationship model between X and Y , is when X is
a random

variable.

iii) Ultrastructural relationship model is when there is a
combination of the

functional and structural relationship as introduced by Dolby
(1976).

This study will focus on the linear functional relationship
model (LFRM) which defines

the X variable as a mathematical variable.

2.2.1 Linear Functional Relationship Model (LFRM)

As mentioned earlier, the linear functional relationship model
(LFRM) is one

example of an EIVM, which the underlying variables are
deterministic (or fixed). Over

the past three decades, many authors have been working on this
functional model in

EIVM (Lindley, 1947; Kendall & Stuart, 1973; Wong, 1989; and
Gillard & Illes, 2005).

Most of the study in LFRM have used maximum likelihood
estimation method to estimate

the parameters, with the assumption that the dependent and
independent variables are

joint normally and are identically distributed. Lindley (1947)
first used the maximum

likelihood estimation and realized that some assumptions on the
parameter need to be

made as there are some inconsistencies in the equation.
Therefore, Lindley proposed the

ratio of two errors to be known.
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Since then, several authors did a rigorous research on handling
the problem of

estimating the parameters in LFRM. These findings include the
geometric mean

functional relationship by Dent (1935), two-group method of Wald
and Wolfowitz

(1940), maximum likelihood method by assuming known ratio of
error variances by

Lindley (1947), Housner and Brennan’s method (1948), three-group
method of Bartlett

(1949), Durbin’s ranking method (1954) and instrumental
variables method mentioned

by Kendall and Stuart (1961) and Fuller (1987). A detailed
explanation for each method

is given in Section 2.2.2.

Further study was done by Dorff and Gurland in 1961, and he
extended this

functional model as replicated and unreplicated functional
relationship models, with

certain recommendation. For unreplicated cases, the estimators
by Wald and Wolfowitz

(1940), Bartlett (1949) and Housner and Brennan’s method (1948)
have been considered

and they found that Housner and Brennan’s method (1948) of
estimation is more robust

than the Wald and Wolfowitz (1940) and Bartlett (1949) method
and thus recommends

the usage of it as compared to the others.

In the LFRM as given in equation (2.1) and (2.2), there are 4n
parameters,

which are ,,,, 22 and the incidental parameters nXX ,...,1 . One
complication arise

as when the number of observations increase, the number of
parameters will also increase.

In this case when there is only a single observation at each
point, the likelihood function

is unbounded, and to overcome this problem, some constraint
needs to be imposed, or the

replicated data needs to be obtained. Some constraint includes
making some assumptions

on the variances and covariance of the errors, which
includes:

i) ii VarVar , and iiCov , are all known.

ii)

i

i

Var

Var is known and 0),( iiCov .
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Moberg and Sundberg (1978) mentioned that both the above
conditions are

necessary to find the maximum likelihood estimation of
parameters in a linear functional

relationship model with normally distributed errors. If only one
of the error variances is

known, then they show the likelihood equation for is a cubic
equation, which has a

root corresponding to a plausible local maximum likelihood
estimate of right sign only

when the error variance is relatively small. This situation may
cause the estimate to be

inconsistent as the sample size increases. Another situation is
to obtain replication of the

information, which could be used to obtain consistent estimates
of parameters, in

particular for the estimate. This research will focus on the
estimate of when

replicates are not available.

In a linear functional relationship model, X and Y are
mathematical variables

which are linearly related, but are observed with error. For any
fixed iX , the ix and iy

are observed from continuous linear variable, subjected to
errors i and i respectively,

i.e.

iii Xx and iii Yy , where ii XY ,

for ni ...,,2,1 , (2.5)

where the is a constant and is the slope function. The i and i
are assumed to be

mutually independent and normally distributed random variables,
that is 2,0~ Ni

and 2,0~ Ni . This model as in (2.5) is known as the
unreplicated linear functional

relationship model as there is only a single observation for
each level of i .

There are 4n parameters to be estimated, which are ,,,, 22 and
the

incidental parameters nXX ,...,1 . In estimating the parameters,
the majority attention

usually focuses on estimating , that is the slope parameter, as
from a theoretical

viewpoint, the role of , the intercept parameter is minor (Cai
and Hall, 2006).
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The log likelihood function is given by

nnni yyxxXXL ...,,,...,,;...,,,,,,log 1122

2

2

2

22

22log

2log

22log

iiii XyXxnnn . (2.6)

The likelihood in equation (2.6) is unbounded, let say when
putting ii xX ˆ and

considering 2 approaches to 0, the likelihood function will
approach infinity,

irrespective of the values of , and 2 . Therefore, to avoid an
unbounded problem in

this equation, additional constraint is assumed, 22 , where is
known (Lindley,

1947). The log likelihood function becomes

nnni yyxxXXL ...,,,...,,,;...,,,,,log 112

22

2

2 1

2

1loglog

22log iiii XyXxn

nn

. (2.7)

There are 3n parameters to be estimated, namely 2,, and the
incidental

parameters, nXX ,...,1 . Differentiating Llog with respect to
parameters 2,, and ,iX

the parameters 2ˆ,ˆ,ˆ and iX̂ can be obtained, given by

,ˆˆ xy

xy

xyxxyyxxyy

S

SSSSS

2

4ˆ2

1

22

,

,ˆˆˆ1ˆ

2

1ˆ 2

22

iiii XyXxn

and
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2ˆ

ˆˆˆ

iii

yxX ,

where iyn

y1

, ixn

x1

,

,2

xxS ixx 2

yyS iyy and yyxxS iixy . (2.8)

Further details of the parameter estimation can be found in the
literature

(Sprent 1969, Kendall and Stuart 1973, Al-Nasser and Ebrahem,
2005). As for the

variance of the parameter estimate, Patefield in 1977 derived a
consistent asymptotic

covariance matrix of the ML estimates for and by partitioning
the following

information matrix, given by

)ˆ(ˆ)ˆ,ˆ(ˆ

)ˆ,ˆ(ˆ)ˆ(ˆ

raVvoC

voCraV,

where ,

ˆˆ1

ˆˆˆˆˆ 2

22

n

STx

SraV

xy

xy

TS

raVxy

ˆ1ˆˆˆˆˆ

22

, and

,ˆ1ˆˆˆˆ,ˆˆ

22

TS

xvoC

xy

where , xyS

nT

2

2

ˆ

ˆˆˆ

. (2.9)
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2.2.2 Parameter Estimation of Linear Functional Relationship
Model

As mentioned in Section 2.2.1, one complication arises in LFRM,
as when the

number of observations increase, the number of parameters will
also increase. When the

LFRM has only a single observation at each point, the likelihood
function is unbounded,

and to overcome this problem, some constraint is imposed or the
replicated data is

obtained. As mentioned, Lindley (1947) propose the case when the
ratio of the error

variance is known. This study focuses on the slope parameter
estimation for LFRM as

knowledge on the slope parameter is also crucial.

From literature, there are several methods of estimating the
slope parameters.

Dent in 1935 propose the geometric mean functional relationship
estimator, which is

2

1

2

2

,ˆ

xx

yyyxCovSign

i

i , (2.10)

and this slope estimator has been widely used in fisheries
research. This estimator is

symmetric in both x and y and thus still preserve the inherent
symmetry of the functional

relationship model. Sprent (1969) mentioned that this estimator
has an intuitive appeal,

but is usually not consistent, as it only ignores the
identifiability problem, and assumes

normality without knowing the error variance.

Later on Wald (1940) proposed a two-group method to find a
consistent estimator

for . He computed the arithmetic means 11, yx for lower group of
observations. Then

the higher group of observations, 22 , yx is computed, after it
is arranged in ascending

order by the basis value of ix . Then, these values are divided
into two equal sub-groups,

and the slope parameter is estimated by,

12

12ˆxx

yy

. (2.11)
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This estimation method gives consistent estimate of , even
though it is not the most

efficient as its variance does not have the smallest possible
values. However, it seems that

this method of estimation is not symmetric in x and y , as the
upper and lower groups

are not necessarily the same when ranked on iy . One way to make
this method symmetric

is by taking the average of this with the equivalent one based
on ranking them by the base

of the iy .

Next, in 1949 Bartlxett proposed the method which is same idea
with the two-

group method, that is the observations are arranged in ascending
order on the basis of ix

values, and he extended the method by dividing them into three
equal groups. If the

number of observations is not exactly divisible by 3, then he
will make it approximately

equal. The middle group will be ignored, then the arithmetic
means ),( 11 yx for the lowest

group and ),( 33 yx for the highest group is calculated, and the
slope parameter is

estimated using this formula,

13

13ˆxx

yy

. (2.12)

This method generally gives a consistent estimate for , and
performs more efficient

than the two-group method. However, the estimator is not
symmetric in x and y , as the

upper and lower groups are not necessarily the same when ranked
on base on iy .

Housner-Brennan (1948) proposed a consistent estimate of , where
first, the ix

values are arranged in ascending order, as )()2()1( ... nxxx ,
and the associated values

of y which may not be in ascending order are taken. The estimate
of is given by

n

i

i

n

i

i

xxi

yyi

1

1̂ , (2.13)

however, this slope estimator is not symmetric in x and y .
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Durbin’s “ranking” method (1954), suggested that the estimate of
is given by,

3

2

ˆxx

yyxx

i

ii , (2.14)

where x ’s and y ’s are ranked in ascending order, on the basis
of x values. Later on

interchange them and arrange the y values in ascending order.
From this proposed

method, the estimator is still not symmetric in x and y .

Cheng and Van-Ness (1999) then proposed the modified least
squares, when the

variance ratio of 2

2

is assumed to be known. The slope estimator will be,

xy

xyxxyyxxyy

S

SSSSS

2

4ˆ

2

122

, (2.15)

where

2

1

1

n

i

ixx xxn

S , 2

1

1

n

i

iyy yyn

S ,

n

i

iixy yyxxn

S1

1.

The method proposed here leads to the same estimates as mention
in Section 2.2.1, but

without requiring the normality assumption.

Al-Nasser and Ebrahem in 2005 proposed a nonparametric approach
for the slope

parameter, where it does not require a normality assumption. A
nonparametric procedure

has several strengths, such as no prior knowledge on the
distribution of the model is

needed, and in the presence of “noises” in a data set, this
nonparametric procedure will

still be useful to estimate the trends of the data (Sprent &
Smeeton, 2016). In his proposed

method, the ix values are arranged in ascending order, as nxxx
...21 and the

associated values of y which may not be in ascending order are
taken. He then listed

down all the possible paired of slopes and find the median of
all the slopes listed to be the

final slope parameter.
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From the above literature, only few studies use nonparametric
assumption. Al-

Nasser and Ebrahem (2005) studied on the parameter estimation
method when outliers

are present in the data. However, this method is only robust
when the outliers is 20% or

more of the total observation. It is also crucial to identify
outliers as low as 1%, 5% and

10% from the total observation. In this research, a robust
nonparametric estimation

method which is an extension from the study by Al-Nasser and
Ebrahem (2005) method

in the presence of outliers is proposed and will be elaborated
in Chapter 3.

2.3 Outliers

In this section, the observation that gives a huge impact in
data analysis namely

the outliers are discussed. The study of outliers is very
important and is considered to be

as old as the subject of statistics. An outlier is a point or
some points of observation that

is outside the usual pattern of the other observations. As
mentioned by Chen et al. (2002)

“Outliers are those data records that do not follow any pattern
in an application”. Outlier

occurs when the data is mistakenly observed, recorded, and
inputted in the computer

system (Cateni, 2008). According to Hampel et al. (1986), it is
common to have 1% to

10% of outliers in a data set; in fact, the data set that has
the best quality is also prone to

have at least a very small amount of outliers. Studies on
outliers in linear model can be

seen in Wong (1989), Cheng and Van Ness (1994) and Elfessi and
Hoar (2001), Satman

(2013), and Hussin et al. (2013).

In fitting a linear regression model by the least squares method
it is often observed

that a variety of estimates can be substantially affected by one
observation or a few

observations (Rousseeuw and Leroy (1987), Maronna et al.
(2006)). It is important to locate

such observations and assess their impact on the model, either
it gives a huge impact to

the model or just a low impact on the model.
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An outlier is a point that falls away from the other data
points. If the parameter

estimates change significantly when a point is removed from the
calculation, then this

point is considered to be influential. From Figure 2.1, one
outlier can be seen. This outlier

lies away from the other observations. When including outlier 1
in the analysis of the least

square regression and plotting the points, the black line is
produced. However, if the

outlier is deleted, a new regression line is obtained, which is
the red line. This means that

outlier 1 is an influential observation, as it changes the
regression line and there is an

extreme value in Y.

Figure 2.1: Example of an outlier

Next, the leverage point. Points with extreme values of X are
said to have high

leverage, which means that high leverage points have a greater
ability to move the line.

As an example, outlier 2 in Figure 2.2 is a high leverage point,
because when removing

this outlier, the regression line shifts from the black line to
the red line. Outlier 3 on the

other hand, is a good leverage as when removing this point, it
does not change the

regression line.
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Figure 2.2: Example of a high leverage X point.

A number of outlier diagnostics are available in the literature
include Cook’s

distance, Difference in fits (DIFFITS), Difference in Beta
(DFBETA), Covariance Ratio

(COVRATIO) (Belsley et al., 1980) and many others.

Cook (1979) proposed a measure of Cook’s Distance, iCD using the
studentized

residuals and the variances of residuals and predicted values.
The ith Cook’s distance

provides a measure of how much the parameter estimates change
when a point is remove

from the calculation, which is introduced as

2

)(

ˆ

ˆˆˆˆ

k

XXCD

iTT

i

i

, (2.16)

where î is the estimated parameter of when the ith observation
is deleted, and k

are independent variables in the model.

The ith difference in fits (DFFITS) is also used to show how
influential a point

is in a statistical regression, and is defined by

,ˆ

ˆˆ

)(

)(

iii

i

iii

h

yyDFFITS

ni ...,,2,1 (2.17)
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where )(ˆ iiy are the fitted responds, )(ˆ i are the estimated
standard error when the ith

observation is deleted and iih is the leverage. A small value of
DFFITS indicates a low

leverage point.

DFBETAS statistics are used to measure the change in each
parameter estimate

and are calculated by deleting the thi observation,

jjijij

j

XXs

bbDFBETAS

'

)(

)( , (2.18)

where jjXX ' is the th

jj, element of 1' XX . A large value of DFBETAS indicate

that the observations are influential in estimating the
parameter.

Another measure of outliers is COVRATIO which is use as a
statistical measure

to identify the change in the determinant of the covariance
matrix of the estimates by

deleting the thi observation, and is defined by

)(

)(

i

iCOV

COVCOVRATIO

, (2.19)

where COV is the determinant of covariance matrix of full data
set and )1(COV is that

of the reduced data set by excluding the thi row. COVRATIO has
been well established

in regression modelling by Belsley et. al. (1980) and has also
been used in functional

relationship model for circular variable by Hussin and Abuzaid
(2012). Recently, Ibrahim

et al. (2013) identified outliers in circular regression model
by using the COVRATIO

procedure. In LFRM, however, methods of identifying outliers are
somewhat limited. As

this simple linear functional relationship model has a close
resemblance of the linear

regression model, and due to its simplicity and widely usage,
the COVRATIO technique

in detecting a single outlier will be proposed in this LFRM in
Chapter 3.
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2.3.1 Cluster Analysis

Outlier cases happen when there is a single outlier or when
there are multiple

outliers. Identifying a single outlier is quite simple from the
analytical and computational

side, but when there is more than one outlier, then it becomes
even challenging.

Identifying multiple outliers become more complicated due to
masking and swamping

effects. Masking happens when an outlier is unable to be
detected as a true outlier, while

swamping happens when a "clean" observation, or an inlier is
falsely detected as an

outlier. Masking seems to be a more serious issue than swamping,
but both these effects

should be identified so that appropriate analysis can be done on
the data set (Sebert et al.,

1998).

In general, there are two ways to classify the multiple outlier
detection procedures,

which are the direct method and the indirect method (Hadi and
Simonoff, 1993). The

direct method are procedures base on least square and are
specifically designed algorithm

to detect multiple outliers. The indirect method on the other
hand, uses the result from

robust regression estimates, and when there are outliers, the
least square methods will

differ significantly from when there is no outlier.

Some direct methods include the study by Swallow and Kianifard
(1996). In this

study, they suggest that recursive residuals to be standardized
by a robust estimate of

scale, to classify the multiple outliers. Sebert et al. (1998)
proposed a clustering algorithm

using the single linkage algorithm and Euclidean distance, which
helps to find the single

largest cluster, and identify them as inliers. Fernhloz et al.
(2004) proposed a new method

for detecting outliers based on the multihalver, or known as the
delete-half jacknife and

is also applicable for multivariate data.

The indirect method is through a robust regression estimate,
which includes the

techniques by Rousseeuw (1984), Hawkins and Olive (1999) and
Agullo (2001).

Rousseeuw (1984) introduced the high breakdown (as high as 50%)
for Least Median of
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Squares (LMS) estimator whereby the LMS estimator ̂ is obtained
from minimizing

the median of squared errors. Hawkins and Olive (1999) proposed
the use of least

trimmed sum of absolute deviations (LTA) as an alternative to
LMS, where the

computational complexity is lower than the LMS. The LTA is
particularly attractive for

large data sets and it is used as a tool for modelling data sets
that deals with missing values

on the predictors. In 2001, Agullo proposed two new algorithms
to compute the LTS

estimator, where the first algorithm is probabilistic and refer
to the exchange procedure.

The second algorithm is exact and is based on a branch and bound
(BAB) technique that

guarantees global optimality and without exhaustive evaluation.
The BAB is

computationally feasible for 50n and 5p , which seems to be a
very small data set.

In this study, the focus will be on the direct method to
identify multiple outliers,

namely the clustering procedure. Several studies have been using
clustering procedure for

the outliers problem, such as detecting outliers in regression
model (Sebert et al., 1998;

Adnan and Mohamad, 2003), and detecting erroneous data in
foreign trade transaction

(Loreiroe et al. 2004). However, detecting outliers using
clustering method has not been

explored for LFRM.

As the linear regression model resembles the LFRM, the
clustering algorithm as

proposed by Sebert et al. (1998) to identify multiple outliers
will be developed for this

LFRM. Sebert et al. (1998) cluster analysis begins by taking a
set of n observations on

p variables. Next, a measure of similarity between observations
are obtained, by

employing a certain inter-observation similarities. An important
procedure that one must

decide before applying the clustering algorithm is the variables
to use, the measure of

similarity to use, and finally which clustering algorithm to
use.

Unive

rsity

of Ma

laya


	
27

2.3.2 Similarity Measure for LFRM

To group the "variables" or items into their own groups, it is
necessary to have a

certain measurement of "similarity" or a measure of
dissimilarity between the items.

There are four types of similarity measure which are correlation
coefficient, distances

measures, association coefficients and probabilistic similarity
coefficients (Aldenderfer

& Blashfield, 1984).

All these four methods have its own strengths and drawbacks, so
it is necessary

to choose the best measurement that fits the model. The most
commonly used similarity

measure is Euclidean distance, defined as

p

k

jkikij xxd1

2 , (2.20)

where ijd is the distance between i and j , and ikx is the value
of the kth variable for the

ith observation.

Another type of measurement distance or known as the city-block
metric is the

Manhattan distance, which is defined by

rp

k

r

ijikij xxd

1

1

. (2.21)

Minkowski metrics which is a more specific forms of the special
class of metric distance

function can be defined as

rp

k

r

ijikij xxd

1

1

. (2.22)

Another distance is the generalized distance (Malahanobis) which
is defined as

jijiij XXXXd 1 (2.23)

where is the pooled within-groups variance-covariance matrix,
and iX and jX are

vectors of the values of the variables for observation i and j
.
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For this LFRM model, the Euclidean distance will be used as the
similarity

measure. Euclidean distance has been widely used and commonly
accepted when

grouping multivariate observations (Everitt, 1993). Euclidean
distance, defined as in

equation (2.20) has been popular because it can be easily
applied, where by similar

observations are identified by relatively small distance, while
a dissimilar observation is

identified by a relatively large distance.

2.3.3 Agglomerative Hierarchical Clustering Method

As mentioned by Estivil-Castro (2002), it is important to
understand the “cluster

model” as this is the key to differentiate each of these
clustering algorithm. The typical

cluster model includes the following. First is the connectivity
models as an example,

the hierarchical clustering builds models which is based on
distance connectivity. Next,

the centroids models for example, the k-means which represents
each cluster by its

mean. The distribution models on the other hand, clusters the
observation using a

statistical distribution. Another cluster model is the density
model that defines clusters as

connected dense regions in a certain data space. Besides that, a
group models cluster the

observation by just providing the grouping information. And
finally, a graph-based

model which is a subset of nodes in a graph where every two
nodes in the subset are

connected by an edge can be identified as a form of cluster.
Each of these models

represent a different algorithm and it is important to choose a
specific clustering method

that is compatible with the nature of the classification in this
field of study.

Among the most popular used algorithm is the hierarchical
clustering as it is

simple and easy to use (Dasgupta and Long, 2005). This type of
cluster is useful for

analyst as it requires no prior specification of the number of
clusters. This hierarchical

cluster operates based on the similarity matrix in order to
construct a tree depicting

specified relationship between each observation. Figure 2.3
illustrates the branches and
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root in a hierarchical clustering, where the agglomerative
methods build a tree from

branches to root, while the divisive methods build a tree from
the root, and finishes at the

branches.

Figure 2.3: Illustration of branches and root in a hierarchical
clustering

methods.

The agglomerative hierarchical method begins with a series of
successive merging

between individual observations as clusters. First, the objects
that have a similarity are

grouped, then later on they are merged based on the similarity
measure. As the similarity

decreases, all the subgroups are fused in a single cluster and
are nested, which means they

are permanently merged together. The divisive hierarchical
methods are the opposite of

agglomerative, which means it builds a tree from the root, and
finishes at the branches.

The results from both the agglomerative and divisive
hierarchical clustering may be

displayed in the form of a dendogram, or usually define as the
tree diagram.
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There are three major clustering techniques in agglomerative
hierarchical

clustering as follows (Kaufman and Rousseeuw, 1990).

1. Linkage method

Single linkage (nearest neighbor), uses the smallest

dissimilarity between a point in the first cluster and a
point

in the second cluster.

Complete linkage (farthest neighbor), uses the largest

dissimilarity between a point in the first cluster and a
point

in the second cluster.

Average linkage (average neighbor), uses the average of

the dissimilarities between the points in one cluster and
the

points in the other cluster.

2. Centroid methods use the Euclidean distances as the
dissimilarity

between two means of the clusters. The centre will move as
the

clusters are merged.

3. Ward’s method or known as error sum of squares method.
This

method is basically looking at the analysis of variance
problem,

instead of using distance metrics or measures of
association.

Representation of the major clustering techniques in
agglomerative hierarchical

are shown in Figure 2.4, where it can be seen that the single
and complete linkage methods

are simple (Mirkin 1998). Single linkage clusters are isolated
and have a noncohesive

shape, while the complete linkage clusters are very cohesive but
is not isolated

(Chowdury, 2010). The other linkages, namely the average,
centroid and Ward method

represent the “middle way” and are rather close to each other in
order to construct a tree

diagram (Mirkin 1998). Among the ways to cluster the data,
single linkage is found to be
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the easiest mathematically in constructing the clusters and has
been widely used since it

was introduced by Sneath and Sokal (1973) in the field of
biology and ecology, and later

on by Aldenderfer and Blashfield (1984) in computational
statistics.

Figure 2.4: Representation of the major clustering techniques
in

agglomerative hierarchical; (a) Single linkage, (b) Complete
linkage,

(c) Average linkage, (d) Centroid

The focus of this study is on the single linkage method, as it
is easy to compute,

and as the area of multiple outliers in LFRM is new, a
computationally easy approach is

practically needed. Single linkage method operates on a
similarity coefficient between

groups, which is revised as each successive level of the
hierarchical is generated. The
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term single is used, because clusters are joined when the
objects in different clusters have

sufficiently small distances, as if a single link is use to
connect the clusters. The inputs to

this linkage is either the distances or similarities between
pairs of objects. Then, the

groups are formed from individual entities by merging nearest
neighbours which is

obtained from the smallest distance or from the entities with
the largest similarities. This

study attempts to develop a single linkage clustering algorithm
technique for identifying

multiple outliers in linear functional relationship model. A
detail discussion on this topic

is given in Chapter 5.

2.4 Missing Values Problem

Presence of missing value is unavoidable in all fields of
quantitative research. They

can be seen in the field of economics (Takahashi & Ito,
2013), medical (Dziura et al.

2013), environmental (Razak et al. 2014; Zainuri et al. 2015),
life sciences (George et al.

2015), and social sciences (Acock 2005; Schafer & Graham
2002). It has been established

that ignoring missing values may result in biased estimates and
invalid conclusions (Little

& Rubin, 1987; Guan & Yusoff 2011). There are several
reasons that may cause a data to

be missing. First is when nonresponse occur, where the item
seems sensitive to

individuals, thus they choose to leave the item blank, let’s say
the monthly income.

Dropout may occur mostly when studying a research over a certain
period of time, where

a few participants may drop out before the experiment ends.
Another reason why data

may be missing is due to equipment malfunction or mistakes
during data entry.

In the field of psychology, it is a real challenge for
longitudinal research as the

data obtain from a multiple wave of measurement on the same
individual may cause it to

be incomplete. From among 100 longitudinal studies obtained from
three developmental

journals- Child Development, Developmental Psychology, and
Journal of Research on
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Adolescence, 57 of the cases have been reported either having
missing values or had

discrepancies in sample sizes (Jelicic et al., 2009).

Impact of missing data is also a challenge in the field of gene
expressions, where

the experiments often contain missing values, due to
insufficient resolution, image

corruption, and due to contaminants such as dust or scratches on
the chip (de Souto et al.,

2015). In environmental research, obtaining the air quality data
it will also be of a

challenge as data are likely to be missing due to machine
failure and insufficient sampling

(Zainuri et al., 2015). In short, inadequate approach of
handling missing data in a

statistical analysis will lead to erroneous estimates and
incorrect inferences.

Missing data can be classified as missing completely at random
(MCAR), missing

at random (MAR), or missing not at random (MNAR). MCAR is when
the missing in X

variable is not related to any other variables, or the X
variable itself. An example of

MCAR situation is when a participant misses a scheduled survey,
due to a doctor’s

appointment and not because of the things related to the survey
question. Next, MAR

mechanism is when the missing data is correlated with the other
study-related variables

in the analysis. As an example, the increase of substance usage,
will relate to chronic

absenteeism, leading to an increase in the probability of data
missing for the self-esteem

measure. The MNAR on the other hand is when the probability of
missing data is

completely related to the values that are missing. An example is
when there are missing

data on the reading scores and this is completely related to a
person’s reading ability

(Baraldi & Enders, 2010).

In general terms, techniques to deal with missing values can be
categorised as

traditional or modern approach. Some review on the traditional
and modern missing data

techniques are given in the next section.
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2.4.1 Traditional Missing Data Techniques

Some commonly used traditional ways are listwise deletion and
pairwise

deletion. As for imputation methods, mean imputation, hot-deck
imputation, and

stochastic imputation are among the commonly used ones (George
et al., 2015). Listwise

deletion is when an individual in a data set is deleted from an
analysis if there are missing

data on any of the variable in the study. It is a simple
approach to handle the missing

values and it gives a complete set of data, but it creates even
larger problem to the

statistical analysis stage. When the missing data are deleted,
it reduces the sample size,

and this is a huge disadvantage if the total number of missing
item is high. Hence, lack of

statistically significant estimates of conclusion occur
(Tsikriktsis, 2005)

Another commonly used method in handling missing data is
pairwise deletion or

also known as the available case analysis (Peugh and Enders,
2004). In pairwise deletion,

the missing data are removed on an analysis-by-analysis basis,
such that when a particular

variable has a missing value, other variables that has no
missing values can still be used

during the analysing stage. The pairwise deletion maximizes all
the data that is available,

thus increases the power in the analysis. However, the
disadvantage of this pairwise

deletion is that the standard of errors computed by most of the
software packages uses the

average sample size across analyses, thus making the standard of
errors underestimated

or overestimated.

Another common technique that is use in handling missing data is
the single

imputation method, which means the researchers imputes the
missing data with some

suitable replacement values (Baraldi and Enders, 2010). There
are different types of

imputation techniques, but the most common approach from the
single imputation is mean

imputation, regression imputation, hot-deck imputation and
stochastic imputation. For

mean imputation, the mean is obtained from the arithmetic mean
of the available data are

replaced in the missing values (Tsikriktsis, 2005; Baraldi and
Enders, 2010). The mean
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imputation is easy to use, but the variability in the data is
reduced, thus mak
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